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Abstract. This study proposes an approach to ensemble sentiment classification of a text to a score in the range of 1-5 of negative-positive scoring. A high-performing model is produced from TripAdvisor restaurant reviews via a generated dataset of 684 word-stems, gathered by information gain attribute selection from the entire corpus. The best performing classification was an ensemble classifier of RandomForest, Naive Bayes Multinomial and Multilayer Perceptron (Neural Network) methods ensembled via a Vote on Average Probabilities approach. The best ensemble produced a classification accuracy of 91.02% which scored higher than the best single classifier, a Random Tree model with an accuracy of 78.6%. Other ensembles through Adaptive Boosting, Random Forests and Voting are explored with ten-fold cross-validation. All ensemble methods far outperformed the best single classifier methods. Even though extremely high results are achieved, analysis documents the few mis-classified instances as almost entirely being close to their real class via the model’s given error matrix.
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1 Introduction

The applications of Sentiment Analysis are increasingly growing in importance in both the sciences and industry, for example through human-robot interaction [1] and as a business tool in terms of user feedback to products [2], giving more prominence to the field of Affective Computing. Affective Computing [3] is the study of systems capable of empathetic recognition and simulation of human affects including but not limited to sentimental and emotional information encapsulated within human-sourced data.

In this work, various methods of Sentiment Classification are tested on top of a generated set of word-stem attributes that are selected by their ranking of information gain correlating to their respective class. The best model is then analysed in terms of its error matrix to further document the classification results. The main contributions of this work are as follows:
Effective processing of text to word-stems and information gain based selection suggests a set of 684 attributes for effective classification of high resolution sentiment.

Single and ensemble Models are presented for the classification of sentiment score on a scale of 1-5 as opposed to the standard three levels of classified sentiment (Positive-Neutral-Negative). In this study, 1 is the most negative result, and 5 is the most positive.

Methods of Sentiment Classification are based entirely on text and correlative score rather than taking into account metadata (user past behaviour, location etc.), enabling a more general application to other text-based domains.

This paper will document related works in sentiment analysis modeling, a proposed approach to the experiment, the preprocessing and acquisition of sentiment-based data and the training of various single and ensemble models with analysis. Finally, the impact will be reviewed as well as noting the future works enabled by a general text-to-score sentiment classifier.

2 Related Work

Sentiment analysis, or opinion mining, is the study of deriving opinions, sentiments, and attitudes from lingual data such as speech, actions, behaviours, or written text. Sentiment Classification is an approach that can class this data into nominal labels (e.g. ‘this remark has a negative valence’) or continuous polarities or score which map to their overall sentiment. With the rise of online social media, extensive amounts of opinionated data are available online, which can be used in classification experiments which require large datasets. Negative polarity was used to analyse TripAdvisor reviews [4] on a scale of negative-neutral-positive, findings show that each review rating of one to five stars each have unique distributions of negative polarity. This unique pattern suggests the possibility of further extending the two polarity three-sentiment system to a further five levels. A similar three-class sentiment analysis was successfully trained on Twitter data [5]. Related work with Twitter Sentiment Analysis found that hashtags and emoticons/emoji were very effective attributes to train classifiers [6]. Exploration of TripAdvisor reviews found that separation via root terms, ‘food’, ‘service’, ‘ambiance’ and ‘price’ provided a slight improvement for machine learning classification [7].

Human-Robot Interaction has increasingly become concerned with Sentiment Analysis as an extra dimension of interaction with a robotic agent. A chatbot architecture was constructed that analysed input and output sentiment of messages and provided it as meta-information within the chatbot’s response [8]. The usage of a robot’s perception of sentiment is prominent in multiple applications of classification such as mental state [9] [10], facial expressions [11] [12],
With increasing availability of computing resources for lower costs, accurate classification is enabled on increasingly larger datasets over time, giving rise to cross-domain application through more fine-tuned rules and complex patterns of attribute values. That is, a model trained on dataset $A$ can be used to classify dataset $B$. This has been effectively shown through multiple-source data to produce an attribute thesaurus of sentiment attributes [16]. Researchers also found that rule-based classification of large datasets are unsuited to cross-domain application, but machine-learning techniques on the same data shows promising results [17].

Observing the results of the related works into social media sentiment analysis (Twitter, TripAdvisor, IMDB etc.) shows the sheer prominence of three level sentiment classification, with only one class for negativity and one for positivity along with a neutral class, with an overall result being calculated with derived polarities. With the large amount of data available correlating to a user’s specification of class outside of this range of three, this paper suggests a more extensive sentiment classification paradigm to co-ordinate with user’s review scores, to better make use of human-sourced data. To engineer this, the number of data classes in this experiment will be equal to the range of scores available to a user. The end goal would be more points of polarities to give a finer measurement of sentiment. Moreover, many of the state-of-the-art studies experiment with single classifiers, many strong models are produced with Bayesian, Neural Network, and Support Vector Machine approaches but they have not been taken further to an ensemble and explored.

3 Data Acquisition and Processing

3.1 Data Acquisition

A dataset of 20,000 user reviews of London based restaurants was gathered from TripAdvisor\(^1\), in which a review text was coupled with a score of 1 to 5, where 1 is the most negative and 5 is the most positive review. All reviews were in English, and all other meta information such as personal user information was removed.

\(^1\) TripAdvisor - http://tripadvisor.co.uk
this was performed for the more general application of the classifier to all text
based data containing opinions. All restaurants from the Greater London Area
were chosen randomly as well as the reviews themselves selected at random.

3.2 Preprocessing

Resampling was performed with a 0.2 weighting towards the lower reviews due
to the prominence of higher reviews, to produce a more balanced dataset. The
resulting dataset of 17,127 reviews with their respective scores can be seen in
Table I. It is worth noting that even after weighted re-sampling, there remains

<table>
<thead>
<tr>
<th>Score</th>
<th>No. of Reviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2960</td>
</tr>
<tr>
<td>2</td>
<td>2983</td>
</tr>
<tr>
<td>3</td>
<td>3179</td>
</tr>
<tr>
<td>4</td>
<td>3821</td>
</tr>
<tr>
<td>5</td>
<td>4283</td>
</tr>
</tbody>
</table>

a higher frequency of positive reviews which will be factored into the analysis of
results, specifically in analysis of the classification accuracy of low review scores
by way of error matrix observation.

With unprocessed text having few statistical features, feature generation was
performed via a filter of word vectors of the string data, based on the statistics of
word-stem prominence. Firstly, worthless stopwords were removed from the text
using the Rainbow List [18] (ie. words that hold no important significance), and
then the remaining words were reduced to their stems using the Lovins Stemmer
algorithm [19]. Stopword removal was performed to prevent misclassification of
class based on the coincidental prominence of words with no real informative
data, and stemming was performed to increase the frequency of terms by remov-
ing their formatting eg. time based suffixes and clustering them to one stem.

The process of word vectorisation with the aforementioned filtering produced
1455 numerical attributes mapped to the frequency of the word stem. Further at-
tribute selection was required to remove attributes that had little to no influence
of class, which would reduce the computational complexity of classification.

3.3 Attribute Selection

Attribute selection was performed on the 1455 numerical word stem attributes to
produce a reduced dataset of 684 attributes. The information gain (IG) of each
attribute was calculated and sorted using a simple Ranker algorithm (where
higher IG = more correlation to a class).

Information Gain or Relative Entropy is the expected value of the Kullback-
Leibler divergence where a univariate probability distribution of a given attribute
is compared to another [20]. This is a measure of a comparison of states given as follows:

$$IG(T, a) = H(T) - H(T|a)$$

(1)

This denotes the measured change in entropy, where $IG$ is the Information Gain of Class $T$ and Attribute $a$.

A cutoff point of 0.001 Information Gain (the lowest measure) was implemented and this removed 771 attributes (word-stems) that were considered to have no impact on the class. This meant that all remaining attributes had a measurable classification ability when it came to sentiment. Of the highest information gain were the word-vector attributes "disappointing" (0.08279), "worst" (0.06808), "rude" (0.0578) and "excellent" (0.05356) - which, regardless of domain, can be observed to have high sentimental polarity.

The dataset to result from this processing was taken forward for classification experiments.

4 Classification Model Background

A range of models were selected following distinctly different methods of deriving a classification, this was for a range of performances as well as for a future ensemble of non-correlative models.

4.1 Rule Based Models

Rule Based Classification is performed via an 'if-then' approach to labelling [21] (eg. 'if it is -15 degrees' then 'it is Winter'), where a defined number of rules are generated and refined using their classification entropy (see eq. 4).

Zero Rules (ZeroR) Classification is used as a benchmark, it is the simple process of labelling all data with the most common class, ie. if the most common binary class encompasses 51% of the dataset then ZeroR will have a 51% accuracy. One Attribute Rule (OneR) is a common example of effective classification based on selecting the single best rule, such as classifying the Season by temperature in the aforementioned example. Experimentation of multiple rules are then compared based on their minimum-error, and the best one chosen to classify objects.

4.2 Bayes Theorem

Bayesian Models are classification models based on Bayes Theorem. Bayes Theorem [22] is the comparable probability that data point $d$ will match to Class $C$. Bayes Theorem is given as follows:

$$P(A|B) = \frac{P(B|A)P(A)}{P(B)}$$

(2)

Where $P$ is ‘probability of’, $A$ and $B$ are the evidence ie. the probability of $P(A)$ being true is related to the probability of the $H$ with evidence $P(A|B)$. In terms
of this work, this would take inputs of word-stem parameters and classify the text via its highest probability as calculated by the formula.

Naive Bayes classification is given as follows:

$$\hat{y} = \arg\max_{k \in (1, \ldots, K)} p(C_k) \prod_{i=1}^{n} p(x_i | C_k)$$

(3)

Where class label $y$ is given to data object $k$. The naïvety in Bayesian algorithms concerns the assumed independence of attribute values (or existence), whether or not the assumption holds true for a data. Naive Bayes (NB) is the application of Bayes’ theorem which selects the class based on the lowest risk, ie. based on the evidence it will select the most likely label for the data. Naive Bayes Multinomial (NBM) is a classification method that differs from NB by defining the distribution of each attribute $p(f_i|c)$ as a multinomial distribution [23] eg. a word count within a text.

### 4.3 Decision Trees

Decision Tree classification is the derivation of conditional control statements based on attribute values, which are then mapped to a tree. Classification is performed by cascading a data point down the tree through each conditional check it meets until an end node is reached, which contains a Class. The growth of the tree is based on the entropy of its end node, that is, the level of disorder in classes found on that node. Eg. if a certain ruleset on a trained tree ends on a node that has 90% sentiment level 4 and 10% sentiment level 5. The entropy of a node with $c$ Class results is calculated as follows:

$$E(S) = -\sum_{i=1}^{c} P_i \times \log_2 P_i$$

(4)

A tree will continue to grow either until the level of disorder of the node is 0 (ie. 1 Class), or it has been stopped by other means such as a set stopping length (pre-pruning) or reduction after the entire tree is grown (post-pruning).

A random tree classifier is a decision tree generated in which k-random attributes are selected at each node [24]. The model is simple since no pruning is performed and thus an overfitted tree is produced to classify all input data points. Therefore, cross-validation is used to create an average of the best performing random trees, or with a testing set of unseen data.

J48 is a decision tree operating the C4.5 algorithm [25]. Whilst growing the decision tree, information entropy is used to calculate a best split at each node, ie. that which enriches both splits with differing classes (or each class in a binary classification problem). If features are worthless for the problem with zero information gain, higher nodes on the tree are used to classify the current instance, though, this results in the waste of computational resources.
4.4 Neural Networks

An Artificial Neural network (ANN) is a system loosely inspired by the natural brain for weighted classification or regression [26]. In observation of Fig. 2, a simplified diagram of a Neural Network - input neurons (attributes) are generated for layer 1, where \( n \) is the attributes available to the classifier. A number of hidden layers for classification are generated, in the figures’ case, two layers of three and two nodes respectively. Finally, at the end of the diagram, \( c \) output nodes that map to \( c \) number of classes. Each link between neurons carries a weight, which is trained. The network diagram is considered a Deep Neural Network due to the existence of more than one hidden layer of neurons [27]. For regression problems (eg. prediction of house price), a single output node of real numbers is used.

A Multilayer Perceptron (MLP) is a neural network that through optimisation (or learning) updates the weights between neurons via the process of backpropagation, ie. to derive a gradient which is used to calculate connection weighting values [28]. Backpropagation is the process of calculating the error at the output (the green layer in Fig. 2) and fed backwards throughout the network to distribute new weightings, to refine the system and reduce the errors or loss.

4.5 Support Vector Machines

A Support Vector Machine (SVM) is the classification of entities by calculation of an optimised separator between groups, formed via an \( n \)-dimensional hyperplane within the given problem space [29]. An optimal solution considers the margin between the separating hyperplane and the classifier points, with a larger average margin defining a best possible classification vector.

Sequential Minimal Optimization (SMO) is an algorithm to implement an SVM with several classes by reducing the quadratic function to a linear constraint [30]. This is performed by breaking the optimisation problem into the smaller subproblems, which are then analytically solved [31].
5 Ensemble Method Background

An ensemble is a fusion of classifiers at each prediction, where a result is calculated based on the results of the models being fused. This section will detail the theory behind ensemble methods as well as those chosen for this experiment.

5.1 Voting

Voting is a simple democratic process that takes into account predictions of the models encompassed. Each model will subsequently vote on each class or a regression result in turn, and the final decision is derived through a selected operation:

- **Average of Probabilities** - Models vote on all classes with a vote equal to each of its classification accuracies of said class. eg. if a model can classify a binary problem with 90% and 70% accuracies, then it would assign those classes 0.9 and 0.7 votes respectively if voting for them. The final output is the class with the most votes.
- **Majority Vote** - All models will vote on the class it predicts the data to be, and the one selected is the class with the most votes.
- **Min/Max Probability** - The minimum or maximum probabilities of all model predictions are combined and class is selected based on this value.
- **Median** - For regression, all models will vote on a value, and the one selected will be the median of all of their values. Eg. if two models in a voting process vote for values of 1.5 and 2, then the output of the classifier will be 1.75.

5.2 Adaptive Boosting

Adaptive Boosting (AdaBoost) is a Gödel Prize winning meta algorithm for the improvement of classifiers [32]. AdaBoost follows an iterative approach by, at each iteration, selecting a random training subset to improve on the previous iteration’s results, and further uses those results to produce a weighting of classification in a combination. This is given by:

\[
F_T(x) = \sum_{t=1}^{T} f_t(x)
\]  

Where \( F \) is the set of \( t \) models classifying the data object \( x \) [33].

5.3 Random Forest

A Random Forest is an ensemble of Random Trees through Bootstrap Aggregating (bagging) and Voting [34]. Training is performed through a bagging process where multiple random decision trees are generated, a random selection of data is gathered and trees are grown to fit the set. Once training is completed, the generated trees will all vote, and the majority vote is selected as the predicted class (See section V subsection A, ’Voting’). Random Forests tend to outperform Random Trees due to their decreasing of variance without increasing of the model bias.
5.4 Adopted Approach

Manual tuning noted the performance of Random Forests, Adaptive Boosting, and Vote (average probabilities) and thus they were used in this experiment. Adaptive Boosting was performed on Random Tree as well as Random Forest (ensemble of ensemble). Voting on average probabilities were tested with models that had techniques unique to one another; firstly, Naive Bayes Multinomial, Random Tree and Multilayer Perceptron. Secondly, Random Forest, Naive Bayes Multinomial, and Multilayer Perceptron.

6 Results

Training and evaluation of models were performed using 10-fold cross validation ($k = 10$), in which one fold of the data is used for testing a classifier trained on the remaining nine folds of data. This is performed ten times, thus testing and training encompass all ten folds. This is done to prevent a model being overfitted to the dataset in question and therefore having no useful application. Leave-one-out cross-validation ($k = n$ data points) was not performed due to computational resource requirement of such validation. Where required, all random seeds for model training were set to 1. Random numbers are generated by the Java Virtual Machine (JVM).

6.1 Single Classifiers

Results of single classifiers can be seen in Table II. The two best models were both Decision Tree algorithms, with the best being Random Tree with an accuracy of 78.6%.

The selected methods had the following parameters set:

- **MLP** - Three layers of 5, 10, and 15 neurons with training at 2000 epochs.
- **RT** - No limits imposed on the number of random attributes selected or the tree depth, a minimum total weight of instances on a node set to 1.
- **J48** - As for RT but with tree depth pruning at a confidence factor of 0.25.
- **SMO** - A complexity parameter of 1.0 with a Logistic calibrator.

6.2 Ensemble Classifiers

The models applied in the ensemble experiments (Table III, column 2) were sourced from the training experiments performed previously, seen in Table II, and are therefore more directly comparable as a sum to their parts.

Results of ensemble methods and their classifiers can be seen in Table III. The best model was a Vote of Average Probabilities by the three previously trained models of Random Forest, Naive Bayes Multinomial, and a Multilayer Perceptron.

The selected methods had the following parameters:
Table 2. Classification Accuracy of Single Classifier Models

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>OneR</td>
<td>29.59%</td>
</tr>
<tr>
<td>MLP</td>
<td>57.91%</td>
</tr>
<tr>
<td>NB</td>
<td>46.28%</td>
</tr>
<tr>
<td>NBM</td>
<td>59.02%</td>
</tr>
<tr>
<td>RT</td>
<td>78.6%</td>
</tr>
<tr>
<td>J48</td>
<td>75.76%</td>
</tr>
<tr>
<td>SMO SVM</td>
<td>68.94%</td>
</tr>
</tbody>
</table>

Table 3. Classification Accuracy of Ensemble Models

<table>
<thead>
<tr>
<th>Ensemble</th>
<th>Classifiers</th>
<th>Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>N/A</td>
<td>84.9%</td>
</tr>
<tr>
<td>Vote</td>
<td>NBM, RT, MLP</td>
<td>80.89%</td>
</tr>
<tr>
<td>Vote</td>
<td>RF, NBM, MLP</td>
<td>91.02%</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>RT</td>
<td>79.36%</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>RF</td>
<td>84.93%</td>
</tr>
</tbody>
</table>

- **Random Forest** - Bag size was 100% of the provided data, tree maximum depth was unlimited, selected features were not limited, and 100 iterations were performed for each forest.
- **Vote** - Class voting was decided upon via the highest average of probabilities.
- **AdaBoost** - 10 iterations of each model were performed for the Adaptive Boost.

6.3 Analysis

ZeroRules benchmarking resulted in an accuracy of 24.88%, all of the models far outperformed the benchmark with the exception of OneR which had an only slightly better accuracy of 29.59% (+4.71), this is due to One Rule Classification having diminishing returns on higher dimensionality datasets, the one in this particular experiment taking place in 684-dimension space.

All ensemble approaches to classification outperformed the single classifiers. Interestingly an 'ensemble of ensemble' approach produced better results when it came to AdaBoost of a Random Forest (+0.03%), and most importantly factoring in the Random Forest within a vote model along with Naive Bayes Multinomial and a Multilayer Perceptron, which produced a classification accuracy of 91.02%.

In terms of the error matrix (Table IV), it is observed that the best model put forward misclassified predictions at a gradient around the real class, due to the crossover of sentiment based terms. Most prominently, classes 4 and 5 were the most difficult to predict, and further data analysis would give concrete examples of lingual similarity between reviews based on these two scores.
Table 4. Error Matrix for the Classifications Given by the Vote(RF, NBM, MLP) Model

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Real Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2919</td>
<td>26</td>
<td>7</td>
<td>3</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>42</td>
<td>2887</td>
<td>25</td>
<td>19</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>55</td>
<td>71</td>
<td>2873</td>
<td>126</td>
<td>54</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>25</td>
<td>139</td>
<td>3090</td>
<td>544</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>17</td>
<td>13</td>
<td>63</td>
<td>288</td>
<td>3902</td>
<td>5</td>
</tr>
</tbody>
</table>

7 Conclusion

To conclude, this work presented results from models for classification of multi-level sentiment at five distinct levels after performing effective feature extraction based on lingual methods. The best single classifier model was a Random Tree with a classification accuracy of 78.6%, which was outperformed by all applied ensemble methods and their models. The best overall model was an ensemble of Random Forest, Naive Bayes Multinomial, and a Multilayer Perceptron through a Vote of Average Probabilities, with a classification accuracy of 91.02%.

The findings suggest future work in the development of text-based ensemble classifiers as well as their single classification parameters, due to the trained models in this experiment successfully being improved when part of an ensemble. The effectiveness of Neural Networks for sentiment classification is well documented [35] implying that further work with more computational resources than were available for this experiment is needed due to the low results achieved. Furthermore, leave-one-out cross validation has been observed to sometimes be more effective than k-fold cross validation [36] but proved too computationally expensive for the dataset in this experiment, therefore exploration of this method of training validation is needed. Voting had very promising results, which could be refined further through adding new trained models as well as experimentation with different democratic processes.

Successful experiments were performed purely on a user’s message and no other meta information (eg. previous reviews, personal user information) which not only shows effectiveness in the application in the original domain of user reviews, but also a general application to other text-based domains such as chatbots and keyword-based opinion mining. The application of the classifiers put forward in this paper are useful in the aforementioned domains, though future work should encompass a larger range of sources to smooth out some of the remaining domain-specific information.

In terms of contribution, a comparison of the results of this study and the state of the art can be seen in table 5. With a far higher resolution than the 3 (Pos-Neu-Neg) or 2 (Pos-Neg) observed in many works, a high accuracy of 91.02 was still achieved through the method of ensemble. It can be observed that the
Table 5. Indirect comparison of this study and state-of-the-art sentiment classification work (different datasets)

<table>
<thead>
<tr>
<th>Work</th>
<th>Resolution</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>This study (Ensemble - Vote)</td>
<td>5</td>
<td>91.02%</td>
</tr>
<tr>
<td>Read [5]</td>
<td>3</td>
<td>84.6%</td>
</tr>
<tr>
<td>Bollegala, et al. [16]</td>
<td>2</td>
<td>83.63%</td>
</tr>
<tr>
<td>Denecke [17]</td>
<td>2</td>
<td>82%</td>
</tr>
<tr>
<td>This study (Single - RT)</td>
<td>5</td>
<td>78.6%</td>
</tr>
<tr>
<td>Kouloumpis, et al. [6]</td>
<td>3</td>
<td>75%</td>
</tr>
</tbody>
</table>

best single classifier fits within related works whereas an ensemble approach with the same dataset far outperforms related works.
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